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Abstract— We consider cryptosystems for homomorphic encryption schemes based on the Residue Number System (RNS) and Secret Sharing Schemes. One of their disadvantages is that they are directly related to data redundancy, and hence, increasing the size of the storage. To minimize it, homophonic encryption can be combined with the arithmetic coding known as Chinese remainder theorem. We describe a new method of cryptanalysis based on a property of RNS and theory of numbers. We prove that an attacker needs only $n \cdot \lceil \log_2 \log_2 (k \cdot p_n) \rceil$ arbitrary generated input files that form the "known-plaintext", where $p_i$ is moduli RNS, to calculate the secret key required to decrypt the entire data.
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I. INTRODUCTION

Cloud computing along with technical advantages have disadvantages. The limitation of cloud technologies is that cloud servers can not perform computations over encrypted data without first decrypting it. Homomorphic encryption allows computations over encrypted data without their preliminary decryption. When processing confidential data using cryptographic methods to protect information from untrusted servers, it is possible to transfer keys to decrypt data only to trusted servers [1-5].

To solve the problem of security, modern algorithms for symmetric and asymmetric encryption are not suitable, because they do not allow the security of information processed in the clouds. Homomorphic encryption allows confidentiality of the information and results of the computations. In the implementation of computational algorithms using homomorphic ciphers, there is a problem associated with the conversion of the algorithm into the set of operations supported by a homomorphic cipher. Efficient use and implementation of homomorphic ciphers become important.

Homomorphic encryption has the following applications:

- Secure information search
- Secure wireless decentralized communication networks
- Outsourcing services for smart cards
- Feedback systems
- Obfuscation for software security

Homomorphic ciphers can be:

- Partially homomorphic
- Fully homomorphic

Partially homomorphic cryptosystems are cryptosystems that are homomorphic with respect to only one algebraic operation (either addition or multiplication).

A cryptosystem that supports both addition and multiplication is called fully homomorphic. Fully homomorphic cryptographic systems allow processing of data in encrypted form.

The homomorphic property of various cryptographic systems can be used to create secure voting systems, hash functions that are resistant to collisions, private information of search engines and makes possible widespread use of public cloud computing, ensuring the confidentiality of processed data.

Gentry, 2010 [6] proposed a fully homomorphic scheme of the form $c = pq + m$, where $c$ is the encrypted text, $m$ is the original message, $q$ is a random number, $p$ is the key. This encryption function is homomorphic with respect to addition, subtraction and multiplication.

From here we assume that $m$ is the residue from division of $c$ by $p$. In other words, the encryption function is inverse with respect to the rest of the operation.

One of the approaches to constructing fully homomorphic ciphers with adjustable redundancy is the secret sharing scheme based on residue number system (RNS) [1]. In [7] schemes of homomorphic encryption of two types are proposed:
confidentiality of data and confidentiality of moduli. Homomorphic encryption with data confidentiality uses the same approach as Asmuth-Bloom secret sharing scheme [8]. With random noise, Homomorphic encryption with data confidentiality imposes restrictions on the size of data and reduces the range of encrypted information. Hence, it is difficult to implement arithmetic operations efficiently.

Homomorphic encryption with the confidentiality of moduli is inapplicable to problems where there is modular exponentiation or a large number of modular multiplications of different numbers. Examples of this kind of problems are systems of linear equations over a prime field with the Gaussian method [9], implementation of encryption systems RSA [10], Diffie Helfman [11] and El-Gamal [12] over a prime field.

When using homomorphic encryption to ensure the security of information in the cloud computing, the probability of distortion of one or more chunks of the results is high.

II. RESIDUE NUMBER SYSTEM AND ITS PROPERTIES

Residue number system is a basic structure of modular arithmetic. Numerous studies reveal the capabilities of this system in the field of increasing the efficiency of data processing and information security [1]. The special to RNS number representation makes it possible in some cases to execute operations in parallel, which leads to greater efficiency with respect to the positional representation.

Roughly speaking, residue number system is a non-positional modular representation of numbers. Each digit in RNS is the remainder of division by a certain number, called the modulus. All the moduli for each digit form RNS moduli set. The uniqueness of a number representation in RNS is only guaranteed in case of pairwise coprime moduli. Let \{p_1, p_2, ..., p_n\} – be an RNS moduli set. It defines a unique RNS. If a number \( A \) is represented in a positional number system then it can be represented in RNS as follows:

\[
S \rightarrow (s_1, s_2, ..., s_n), \text{ where } s_i = [S]_{p_i} \text{ for } i = 1, 2, ..., n.
\]

Note that the number \( S \) should belong to the interval \( S \in [0, P) \), where \( P = p_1 \cdot p_2 \cdot ... \cdot p_n \) is called RNS dynamic range.

Advantages of RNS hold for so called modular operations that do not require carries between digits. Examples of these operations are multiplication, addition, subtraction and exponentiation. Operations \( C = A + B \mod P \) and \( D = A \cdot B \mod P \) for numbers \( A \rightarrow (a_1, a_2, ..., a_n) \) and \( B \rightarrow (b_1, b_2, ..., b_n) \) represented in RNS are defined as follows:

\[
C = A + B \mod P \rightarrow ([a_1 + b_1]_{p_1}, ..., [a_n + b_n]_{p_n}),
\]

\[
D = A \cdot B \mod P \rightarrow ([a_1 \cdot b_1]_{p_1}, ..., [a_n \cdot b_n]_{p_n}).
\]

Modular computations are carry-free. It allows to execute them in parallel concerning each digit, which increases the speed of the entire algorithm. However, for the division, magnitude comparison, sign and some other operations in RNS, which are required in practice, this property does not hold. They are called non-modular operations that are positional.

RNS is often used for data sharing and error correction. Its natural parallelism is an efficient tool for distributed information representation, which can be used to build threshold data access structures. Popular examples of such structures are Asmuth-Bloom and Mignotte secret sharing schemes. Moreover, due to operand size reduction in RNS w.r.t. to the original numbers, these schemes can be more efficient in terms of the required resources (e.g. memory and power consumption) compared with other approaches, such as Shamir and Blackley schemes.

One of the most important RNS applications is error correction. To ensure error correction, it is required to add redundant (control) moduli to RNS moduli set. Thus, all channels transmit and process information, while during error detection and localization wrong data is eliminated. This is more efficient than if a separate error correction mechanism is applied.

Error correction properties of RNS are one of its main advantages over other ways of data representation. Thus, linear or (potentially) parallel systems can become fault-tolerant if control moduli are added.

III. SECRET SHARING SCHEME

Secret sharing scheme (SSS) is a method where an administrator distributes shares (shadows) to different participants such that only authorized subsets of participants will be able to reconstruct the secret. This technique was originally focused on problems of secure information storage. However, secret sharing schemes have found numerous other applications in cryptography and distributed computing. The size of the shares is exponential in the number of participants, which is a big drawback of this technique.

SSS is used in many secure protocols, e.g. they allow building secure distributed storage systems [1]. However, if SSS is not homomorphic, computation over encrypted data is impossible or complex. For the construction of a fully homomorphic encryption, [5] propose schemes based on RNS. The RNS allows building fully homomorphc ciphers due to the properties of the parallelism of arithmetic operations, which improve performance and develop a homomorphic encryption that is asymptotically perfect and balanced, depending on the task.

IV. KNOWN-PLAINTEXT ATTACK

An attempt to break a specific cipher using cryptanalysis methods is called a cryptographic attack on this cipher. The cryptographic attack, as a result of which the cipher was broken, is called break of the cipher.

Main methods of cryptanalysis are [13]:

- Known-ciphertext attack
- Known-plaintext attack
- Chosen-plaintext attack
- Adaptive chosen-plaintext attack

Now, we consider these attacks in details.
A. Known-plaintext attack

WEP – is a security algorithm for wireless networks.

Frame format for WEP is:
1. Open part;
2. Initialization vector (24 bits);
3. Empty space (6 bits);
4. Key id (2 bits);
5. Encrypted part
   1. Data;
   2. Control sum (32 bits).

The data is ciphered with RC4. To attack WEP, it is necessary to eavesdrop and analyze the transmitted data. All the attacks are based on the weakness of RC4. There are three main types of the attacks:

Fluhrer, Mantin and Shamir attack [14] – is based on the use of weak initialization vectors. With a weak initialization vector, an attacker knowing the first byte of the keystream and the first \( m \) bytes of the key can derive the \( (m + 1) \)-th byte of the key due to a weakness in the PRNG used to generate the keystream. Since the first byte of the plaintext is defined by SNAP, an attacker can obtain the first byte of the keystream.

KoreK attack [15] uses 17 different attacks, which help to determine \( K[i] \) if preceding keystream bytes and first two ciphertext words are known.

Tevs-Weinman-Pyshkin attack [16] uses the injection of ARP queries into the wireless network. It is the most efficient attack; it only requires several ten thousands of frames.

B. Chosen-plaintext attack

The possibilities of chosen-plaintext attacks are quite rich. For example, an attacker could bribe someone who encrypts the selected message. The following situation is also possible: the attacker sends a message to the ambassador of a certain country, and he sends it to his homeland in the encrypted form [13].

An attacker receives the ciphertext \( C = E(P, K) \) from the user, where \( P \) – is the chosen by the cryptanalyst plain-text; \( C \) – is the ciphertext; \( E \) – is the encryption function. The aim of the attacker is to find the plaintext \( P' = E^{-1}(C) \). Since the attacker has the access to the cipher block \( E \), he can cipher his messages \( P_i \) and analyze the obtained ciphertexts \( C_j = E(P_j, K) \). As a result, the attacker finds the message \( P' \) and sends it to the user.

There are two types of Chosen-plaintext attacks:
- batch chosen-plaintext attack
- adaptive chosen-plaintext attack (CPA2)

In known plaintext attack, the cryptanalyst has plaintext and the corresponding ciphertext. This type of attack is more powerful than the known ciphertext attacks because more information is known about the cryptosystem.

Chosen plaintext attack is a more powerful type of attack than known plaintext attack. The ability to choose plaintexts provides more options for breaking the system key. It is also true that if a cryptosystem is vulnerable to known plaintext attack, then it is also vulnerable to chosen plaintext attack [17].

C. Adaptive chosen-plaintext attack

The adaptive chosen-plaintext attack often uses the methods of differential cryptanalysis, which are described in the works of Shamir, and also linear cryptanalysis. The general method of such attacks is as follows:

Differential cryptanalysis algorithm:
1. A pair of plaintexts with a predefined difference is chosen
2. Plaintext is ciphered
3. Corresponding ciphertexts also have some difference
4. Many pairs plaintext – ciphertext are collected
5. Differences in plaintexts and corresponding ciphertexts are compared
6. Based on the collected data the assumption about the key is made

Linear cryptanalysis algorithm:

The goal of the cryptanalyst is to obtain the following one-round expression:

\[ P_i \oplus P_{i+1} \oplus ... \oplus P_{i+a} \oplus C_{j_1} \oplus C_{j_2} \oplus ... \oplus C_{j_b} = K_{k_1} \oplus ... \oplus K_{k_c} \]

where \( P_i \) is the \( i \)-th bit of the plaintext, \( C_j \) is the \( j \)-th bit of the ciphertext, \( K_k \) is the \( k \)-th bit of the keystream. This expression is called a linear approximation. For a random plaintext, ciphertext and keystream the probability of this message is roughly \( 1/2 \). This probability can be increased, if special algorithms are used.

Approximation with a given condition on the probability can be found quite easily. The problem arises when the method is extended to full-round encryption. An exact solution to this problem is not realistic since the cryptanalyst will have to analyze all possible versions of plaintexts and ciphertexts. But after some assumptions, it becomes possible to use the piling-up lemma.

The adaptive chosen-plaintext attack is an improved version of the chosen-plaintext attack [18]. The advantage of this type of attack is the fact that the cryptanalyst can choose a new plaintext based on the available results, whereas in the case of chosen plaintext attack all plaintexts are chosen before the beginning of the attack.

V. MIGNOTTE SECRET SHARING SCHEME CRYPTANALYSIS

For the analysis of Mignotte secret sharing schemes, we use the statistical properties of the cipher text similar to the approach in [19]. We note that to solve collusion problem in cloud
computing, RNS moduli set \( \{ p_1, p_2, \ldots, p_n \} \) becomes the secret key. Without loss of generality, let us assume that \( p_1 < p_2 < \cdots < p_n \).

Let the malicious user know \( m \) different pairs \((\text{plaintext/ciphertext})\). We denote the set of plaintexts \( \{ S_1, S_2, \ldots, S_m \} \) and the ciphertext: \( S_1 \rightarrow \{ s_1, s_2, \ldots, s_{i,n} \} \).

**Theorem 1.** If \( m \geq n \cdot \lfloor \log_2 \log_2(k \cdot p_n) \rfloor \), then the malicious user can unambiguously determine the secret key in the Mignotte secret sharing scheme.

**Proof.**

In the Mignotte scheme the malicious user has the following information:

\[
S_i \equiv s_{i,j} \mod p_j, \quad (1)
\]

where \( i = 1, m \) and \( j = 1, n \).

From congruence (1) it follows that for all \( i = 1, m \) and \( j = 1, n \) it holds that: \( p_j \mid (S_i - s_{i,j}) \), hence:

\[
p_j \mid \gcd(S_1 - s_{1,j}, S_2 - s_{2,j}, \ldots, S_m - s_{m,j}). \quad (2)
\]

where \( j = 1, n \).

According to fundamental theorem of arithmetic \( S_i - s_{i,j} \) can be uniquely represented as the product of prime numbers up to the order of the factors so \( S_1 - s_{1,j} = m_{j,1} \cdot m_{j,2} \cdot \cdots \cdot m_{j,l_j} \).

From expression (2), it follows that for all \( j = 1, n \) modulus \( p_j = m_{j,k_1} \cdot \cdots \cdot m_{j,k_{l_j}} \), where \( 1 \leq l_j \leq j \). In the worst case scenario \( L_j = \lfloor \log_2(S_1 - s_{1,j}) \rfloor \) and \( l_j = \lfloor \log_2 p_j \rfloor \).

Let \( S_2 = m_{j,1} \cdot m_{j,2} \cdot \cdots \cdot m_{j,l_j} \) and \( S_3 = m_{j,1}^{l_j} \cdot \cdots \cdot m_{j,l_j} \). We look at three cases:

- **Case 1.** If \( s_{2,j} = 0 \) and \( s_{3,j} \neq 0 \), then \( p_j \mid S_2 \).
- **Case 2.** If \( s_{2,j} \neq 0 \) and \( s_{3,j} = 0 \), then \( p_j \mid S_2 \).
- **Case 3.** If \( (s_{2,j} \neq 0) \& (S_2 \neq s_{2,j}) \) and \( (s_{3,j} \neq 0) \& (S_3 \neq s_{3,j}) \), then \( p_j = \gcd(S_2, s_{2,j}) \cdot \gcd(S_3, s_{3,j}) \) otherwise \( S_2 < p_j \) and \( S_3 < p_j \).

In case 1 and 2, we divide the interval in half \( \left[ 1, \frac{l_j}{2} \right] \) and \( \left[ \frac{l_j}{2}, L_j \right] \) and then repeat the procedure. In case 3 the interval \( \left[ \frac{l_j}{2}, L_j \right] \) is divided in half and \( S_2 = S_2' \cdot S_2'' \) where \( S_2'' \) is computed and the algorithm is repeated.

In the worst case, we need \( \lfloor \log_2 L_j \rfloor \) pairs \((\text{plaintext/ciphertext})\) to compute one modulus, hence to compute \( n \) moduli we need \( \sum_{j=1}^{n} \lfloor \log_2 L_j \rfloor \leq n \cdot \lfloor \log_2 \log_2 S \rfloor \).

Since \( S < k \cdot p_n \), then \( \sum_{j=1}^{n} \lfloor \log_2 L_j \rfloor \leq n \cdot \lfloor \log_2 \log_2(k \cdot p_n) \rfloor \).

Theorem is proved.

VI. CONCLUSIONS

From Theorem 1, it follows that the schemes proposed in [20-24] do not resist plaintext attack. However, we should note that the proposed algorithm uses factorization algorithm, which is computationally complex. Thus in case of a big \( k \) computational complexity of secret key computation increases dramatically.
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