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Abstract—We address the construction of a distributed 

cloud-based storage based on residual number system with 

modules of a special kind {𝟐𝐧 −𝟑,𝟐𝐧 − 𝟏,𝟐𝐧 + 𝟏,𝟐𝐧 +𝟑} to 

provide reliability and safety of stored data. We show that the 

proposed scheme allows obtaining an improvement of the 

coding and decoding rates, and the speed of data loading and 

data access comparing with the fastest cloud service. The costs 

associated with data encoding and decoding are minimal. 

Keywords—multi-clouds, resude number system, cloud 

storage, cloud-of-clouds. 

I INTRODUCTION 

Nowadays, cloud technologies become widely included 
into human lives. Using cloud resources for the IT 
infrastructure design gives an opportunity to save money, get 
easy access to data from every part of the world, effectively 
scale data storage and processing, etc. However, as it is 
proven in the report of the Cloud Security Alliance, the use 
of cloud computing requires ensuring the safety, reliability 
and availability of stored and processed data. [1].  

According to the report of Kaspersky Security [2] DDoS 
attacks are the major security threat for Internet. The entity, 
regardless of its purpose or business, must consider itself and 
its resources to be a target for cybercriminals that may lead 
to a denial of access to the data stored and processed in the 
cloud. For example, it was happened with Amazon in 2009 
[3], Twitter and Saudi Aramco in 2012 and 2013 [4], with 
Dyn in 2016 [5], etc.  

When DDoS-attack happens, legitimate users cannot gain 
access to computing resources or obtain it with difficulties. 
In order to counter DDoS attacks, providers use filters that 
analyze Internet traffic. As proposed in [6], hardware 
replication and load transfer between different data centers 
are used for dealing with DDoS attacks. However, upon 
detection of DDoS-attacks, it takes time to create a replica of 
the virtual machine during which a technical failure may also 
occur. To eliminate this disadvantage, it is possible to 
distribute the processing load among multiple cloud 
providers using different data centers. 

Users of cloud providers such as Amazon, Dropbox, 
Microsoft, Google and Yandex Disk were denied to access to 
the data because of problems with the data centers electricity. 
These new not well-established technologies can lead to the 
loss or distortion of data [7]. For example, in NSA data 

centers during 2012-2013, there were 10 technical failures in 
new equipment. The reasons of the failures in the electrical 
control systems investigated by the Army Corps of 
Engineers became mysteries in most cases.   

Nirvanix cloud provider is notified in 2013 that the 
access point will be closed within two weeks due to 
bankruptcy. Users who stored terabytes of data on servers 
Nirvanix lost their data because they did not have time to 
move them to other media [8]. In 2014, the company Code 
Spaces lost most confidential data about their customers 
because of the the hacker attack, so it was forced to close the 
business [1]. In January 2016, users of the service GitLab 
lost their data of six hours of their work because of the 
system administrator error [9]. 

Cloud users may lose the data due to many reasons: 
hacker attacks, virus infection, technical glitch of the storage, 
bankruptcy, loss of the encryption key, technogenic disaster, 
etc.  

To ensure reliable, secure and accessible storage it is 
necessary to make data backup at least once per week [1]. An 
alternative solution is proposed by [10]. The authors show 
that to improve the reliability, security and availability of 
data storage and processing, a distributed storage system can 
be based on residue number system. However, as shown in 
[11], data recovery according to Chinese remainder theorem 
has quadratic complexity regarding to the residue number 
system range.  

In this paper, to improve the reliability, availability and 
security of data, we use the error correction code. It allows 
the use of two reference bases to detect and correct two 
errors in contrast to the classical error correction code in the 
residue number system with two controls that can detect two 
errors but correct only one.  

In this work, we propose a high-performance, reliable, 
secure data storage scheme in the multi-clouds built on a 
four-module residue number system of a special kind {2𝑛 −
3, 2𝑛 − 1, 2𝑛 + 1, 2𝑛 + 3}.  

II RELATED WORK 

While building distributed systems storage in the clouds, 
issues of privacy, security and data availability are important. 
Data must be protected from the harmful effects of external 
factors and technical failures.  



Ji Hu and Klein A, 2009 [12] examined the issue of data 
security during data migration. To ensure safe data, they 
suggest using cryptographic primitives, which lead to a large 
overhead for encrypting and decrypting data.  

Chang, F., et al., 2008 [13] offered reliable storage of 
large Bigtable data based on three times the data replication 
system, where the main disadvantages are the lack of data 
protection and big data redundancy. Approaches for building 
distributed systems storage in the clouds can be divided into 
two groups: reliable data storage scheme based on the use of: 
replication, detection codes, localization and correction of 
errors, secret sharing schemes, threshold access structures; 
secure data storage scheme based on the use of: symmetric 
ciphers: asymmetric ciphers, homomorphic encryption, 
secret sharing schemes.  

According to the opinion poll among IT Directors 
conducted by IDC (Clavister’s 2009 [14]), security risks are 
constraining factor for widespread use of cloud technologies 
to 74% of interviewed.  

To assess the safety of storage, we will consider three 
criteria: confidentiality, integrity and availability. As shown 
in Hashizume, K., et al., 2013 [15], security threat may occur 
due to the following vulnerabilities: unsafe interface and 
software, unlimited resource allocation, places of data 
location, incomplete performance of user instructions 
(incomplete data deletion), unlimited distribution of 
resources, virtual machines, unsafe migration and others. 

DepSky proposed in Bessani, A., et al., 2013 [16] on the 
basis of the Byzantine protocol and (2, 4) code erasure, allow 
to provide privacy and data availability. Using DepSky 
allows to store about twice smaller volume of the original 
data in each individual cloud, but the sum of two times more 
than the original amount of data. The effective 
implementation of codes erasure proposed in Dimakis, A. G., 
et al., 2010, [17] with the complexity of the decoding 
algorithm.𝑂(𝐿 ⋅ 𝑙𝑜𝑔𝐿). 

Cachin et al., 2009 [18] showed that while the 
organization of access to the data of group users the 
probability of data corruption by one of the members is 
sufficiently high. To resolve this problem,next ways are 
used: data replication J. Hendricks 2007 [19], the Byzantine 
protocol Cachin et al., 2009 [18], secret sharing scheme Ye 
Y., et al., 2010  and AlZain, M. A., 2012 [20] etc. Classical 
data replication ensures data availability, but does not allow 
to ensure the confidentiality and integrity. An alternative 
way of solutions to ensure the availability, confidentiality 
and integrity of data is the simultaneous use of cryptographic 
primitives: secret sharing schemes (Gu, Y., & Grossman, R. 
L. 2010 [21]), access structures, symmetric encryption 
algorithm with a digital signature.  

NCCloud distributed storage system built on the basis of 
regenerative codes Hu, Y., et al., 2012 [12]. Regeneration 
codes are modifications of erasure codes. A distinctive 
feature of the regeneration of codes is that they require a 
smaller amount of network traffic as opposed to the classical 
error correction codes or erasure codes Dimakis, A. G., et al., 
2010 [17].   

Kamara, S., & Lauter, K. 2010 [22] proposed 
cryptographic scheme of cloud storage based on the use of a 
symmetric cipher AES, figure captions and one-time key 
generator. The advantage of this scheme is to provide 
cryptographic privacy and data integrity. However, in case of 
loss or distortion of key due to technical failures or virus 
exposure data will be lost without refund.  

Ateniese et al., 2007 [23] proposed a scheme based on 
remote data auditing to ensure the integrity of data stored in 
the cloud. The authors used homomorphic encryption 
algorithm on the basis RSA. As shown in Sookhak, M., et. 
al. 2017 [24] major disadvantage of schemes Ateniese et al., 
2007 [23], Juels, A., & Kaliski Jr, B. S. 2007 [25], Wang, Q., 
2011 [26] and others based on remote data auditing is a large 
computational complexity, which leads to large overheads 
user or auditor which depends on the scheme.  

Cui, H., et al., 2017 [27] offered storage scheme, which 
at the same time uses the public cloud for data storage and 
private cloud to ensure data security based on two 
cryptographic primitives with zero-knowledge proof of 
knowledge and a commitment scheme. The main benefit of 
this scheme is that the transfer of the decryption key is not 
required for the confidential exchange of data. The 
disadvantage of this scheme is a big calculation load on the 
private cloud. 

As the probability of leakage of confidential data while 
data transmission inside the cloud is big enough be data 
encryption algorithms should be used. As shown Ristenpart, 
T., et al., 2009 [28] the sequence of actions to obtain 
confidential data from other virtual machines collocated on 
the same server as the attacker. To ensure data security 
cryptographic primitives data encryption should be used: 
symmetric ciphers, secret sharing schemes. 

III A METHOD FOR STORING DATA IN THE CLOUD-BASED 

RNS 

A. Scheme of data storage in the clouds 

Consider the data storage circuit Cloud-of-Clouds based 
on the use of error correction codes in the residue number 
system. Let us mention, that file systems files are stored as 
sequences of bytes, so they are written like words by 8 bits 
All calculations are thus reduced to operations on numbers 
with a digit, divisible by the number 8.  

Coding data is composed of two parts. The first part of 
this partitioning of data into small blocks which size has 
prevented the working range of the residual number system, 
which can perform calculations. These parts must be aligned 
by 8 bits, but they must be large enough to minimize the risk 
of dissection system enumeration. On the other hand, large 
numbers lead to a long and complex calculations, which is 
unacceptable for the system being developed. It is necessary 
to strike a balance between the speed of the system and its 
resistance. Another indicator of the system on the basis of 
the error correction codes in the residue number system is a 
total redundancy of all data in the data projections residue 
number system to the original data size.  

http://www.multitran.ru/c/m.exe?t=839540_1_2&s1=%E2%FB%F7%E8%F1%EB%E8%F2%E5%EB%FC%ED%E0%FF%20%F1%EB%EE%E6%ED%EE%F1%F2%FC


Various solutions to these issues lead to varying degrees 
of data protection, a different run-time encoding, and 
decoding algorithms. We study the modules of a special 
form for the effective implementation of modular arithmetic 
operations underlying the data encryption and decryption 
algorithms. 

Using RNS module of form 2𝑛 for sharing the secret is 
not feasible since in this case some information is presented 
in an unencrypted form. Such a choice of RNS moduli 
results from the existence of efficient algorithms for finding 
the remainder of division by each of them; that allows 
building a fast algorithm for data encryption. 

We propose a reliable system of data storage, based on 
secret sharing scheme (2, 4) on the basis of RNS with 
modules of a special form {2n − 3, 2n − 1, 2n + 1, 2n + 3}. 

The input is a long 𝐿-byte file and let 

𝑋
𝑅𝑁𝑆
→  {𝑥1, 𝑥2, 𝑥3, 𝑥4}, where 𝑥1 = |𝑋|2𝑛−3, 𝑥2 = |𝑋|2𝑛−1, 

𝑥3 = |𝑋|2𝑛+1, 𝑥4 = |𝑋|2𝑛+3 , 𝑋ϵ[0,22𝑛−6) и 𝑛 = 8 ⌈
𝐿

2
⌉ +

111. Therefore, the encryption algorithm is applied to the 
input line 𝐿 + 28 bytes. At the beginning the document is 
added with 28 bytes, which are the file hash function 
obtained using the SHA-3, which has the remarkable 
property: with a small change of text hash value changes 
drastically, see Example 1.  

SHA3-224("My name is Mikhail") = 
fef131a1fe3425bdd616ca6267835e74e2a1785c3c26b02bdb8
6d222 

SHA3-224("My name is Mikhail.") = 
b9d5edd1f1b1e07c37179c4e31bb9ef299c6fa74d81d560ff1c
dc68c 

SHA3-224("my name is Mikhail") = 
687bcbdb97b1fa1b223062565b29032c1363667f563b770d34
4e0d0f 

Then 𝑋 can be represented as : 𝑋 = 𝑋12
𝑛 +𝑋2, where 

0 ≤ 𝑋1 < 2
𝑛−6 и 0 ≤ 𝑋2 < 2

𝑛, which means that 
𝑥1, 𝑥2, 𝑥3, 𝑥4 can be calculated by the following formulas: 
𝑥1 = |𝑋|2𝑛−3 = |3𝑋1 +𝑋2|2𝑛−3, 𝑥2 = |𝑋|2𝑛−1 =
|𝑋1 + 𝑋2|2𝑛−1, 𝑥3 = |𝑋|2𝑛+1 = |𝑋2 − 𝑋1|2𝑛+1, 𝑥4 =
|𝑋|2𝑛+3 = |𝑋2 − 3𝑋1|2𝑛+3, therefore algorithmic complexity 
of the algorithm data encryption using the RNS is 𝑂(𝑛). 
Thus the use of a special type RNS allows more efficient 
encoding the data in comparison with the algorithms operate 
on the basis of the erasure codes 𝑂(𝑛 ⋅ log 𝑛). We obtain 

four equal-sized projections for secret  ⌈
𝐿

2
⌉ + 7 byte. So, 

information rate of proposed storage system is 

asymptotically equal to 
1

2
 and is comparable to the same 

parameter in the DepSky system 

B. Algorithms for decoding data 

Since we use a secret division scheme (2,4), then 
probably  𝐶4

2 = 6  data access options. As for each of the 
options finding the remainder of the division of numbers on 
the number of special form is required, the use of a method 
of Pascal and neural finite ring network provides the result in 

a single clock cycle of the neural network. We calculate 
coefficients to restore the stored data with the use of the 
Chinese remainder theorem: 

1 option. Known projection secret: 𝑥1, 𝑥2. Now we 
calculate the required value of 𝑋: 

|
1

2𝑛 − 1
|
2𝑛−3

(2𝑛 − 1) = (2𝑛−1 − 1) ∙ (2𝑛 − 1)

= 22𝑛−1 − 2𝑛 − 2𝑛−1 + 1 

|
1

2𝑛−3
|
2𝑛−1

(2𝑛 − 3) = (2𝑛−1 − 1) ∙ (2𝑛 − 3) =

22𝑛−1 − 2𝑛+1 − 2𝑛−1 + 3, 

𝑀12 = (2
𝑛 − 3)(2𝑛 − 1) = 22𝑛 − 2𝑛+2 + 3. According 

to the Chinese remainder theorem: 

𝑋 = |22𝑛−1(𝑥1 + 𝑥2) − 2
𝑛(𝑥1 + 2𝑥2)

− 2𝑛−1(𝑥1 + 𝑥2) + 𝑥1
+ 3𝑥2|𝑀12 

(1) 

2 option. Known projection secret: 𝑥1, 𝑥3. Now we 
calculate the required value of 𝑋: 

|
1

2𝑛+1
|
2𝑛−3

(2𝑛 + 1) = (2𝑛−1 − 1) ∙ (2𝑛 + 1) =

22𝑛−1 − 2𝑛−1 − 1, 

|
1

2𝑛−3
|
2𝑛+1

(2𝑛 − 3) = 2𝑛−2 ∙ (2𝑛 − 3) = 22𝑛−2 −

2𝑛−1 − 2𝑛−2, 

𝑀13 = (2
𝑛 − 3)(2𝑛 + 1) = 22𝑛 − 2𝑛+1 − 3. According 

to the Chinese remainder theorem: 

𝑋 = |22𝑛−2(2𝑥1 + 𝑥3) − 2
𝑛−1(𝑥1 + 𝑥3)

− 2𝑛−2𝑥3 − 𝑥1|𝑀13  

(2) 

3 option. Known projection secret: 𝑥1, 𝑥4. Now we 
calculate the required value of 𝑋: 

|
1

2𝑛+3
|
2𝑛−3

(2𝑛 + 3) = |
2𝑛−1−1

3
|
2𝑛−3

∙ (2𝑛 + 3), 

|
1

2𝑛−3
|
2𝑛+3

(2𝑛 − 3) = |
2𝑛−1−1

3
|
2𝑛+3

∙ (2𝑛 − 3), 

𝑀14 = (2
𝑛 − 3)(2𝑛 + 3) = 22𝑛 − 9 According to the 

Chinese remainder theorem: 

𝑋 = |22𝑛−2(2𝑥1 + 𝑥3) − 2
𝑛−1(𝑥1 + 𝑥3)

− 2𝑛−2𝑥3 − 𝑥1|𝑀13  

(3) 

4 option. Known projection secret: 𝑥2, 𝑥3. Now we 
calculate the required value of 𝑋: 

|
1

2𝑛+1
|
2𝑛−1

(2𝑛 + 1) = 2𝑛−1 ∙ (2𝑛 + 1) = 22𝑛−1 + 2𝑛−1, 

|
1

2𝑛−1
|
2𝑛+1

(2𝑛 − 1) = 2𝑛−1 ∙ (2𝑛 − 1) = 22𝑛−1 − 2𝑛−1, 

𝑀23 = (2
𝑛 − 1)(2𝑛 + 1) = 22𝑛 − 1. According to the 

Chinese remainder theorem: 

𝑋 = |22𝑛−1(𝑥2 + 𝑥3) + 2
𝑛−1(𝑥1 − 𝑥3)|𝑀14 (4) 

5 option. Known projection secret: 𝑥2, 𝑥4. Now we 
calculate the required value of 𝑋: 



|
1

2𝑛+3
|
2𝑛−1

(2𝑛 + 3) = 2𝑛−2 ∙ (2𝑛 + 3) = 22𝑛−2 +

2𝑛−1 + 2𝑛−2, 

|
1

2𝑛−1
|
2𝑛+3

(2𝑛 − 1) = (2𝑛−1 + 2𝑛−2 + 2) ∙ (2𝑛 − 1) =

3 ∙ 22𝑛−2 + 2𝑛 + 2𝑛−2 − 2, 

𝑀24 = (2
𝑛 − 1)(2𝑛 + 3) = 22𝑛 + 2𝑛+1 − 3. According 

to the Chinese remainder theorem: 

𝑋 = |22𝑛−2(𝑥2 + 3𝑥4) + 2
𝑛−2(3𝑥2 + 5𝑥4) − 2𝑥4|𝑀14  (5) 

6 option. Known projection secret:𝑥3, 𝑥4. Now we 
calculate the required value of 𝑋: 

|
1

2𝑛+3
|
2𝑛+1

(2𝑛 + 3) = (2𝑛−1 + 1) ∙ (2𝑛 + 3) =

22𝑛−1 + 2𝑛−1 + 2𝑛−2, 

|
1

2𝑛−1
|
2𝑛+3

(2𝑛 − 1) = (2𝑛−1 + 2𝑛−2 + 2) ∙ (2𝑛 − 1) =

3 ∙ 22𝑛−2 + 2𝑛 + 2𝑛−2 − 2, 

𝑀24 = (2
𝑛 − 1)(2𝑛 + 3) = 22𝑛 + 2𝑛+1 − 3. According 

to the Chinese remainder theorem: 

𝑋 = |22𝑛−2(𝑥2 + 3𝑥4) + 2
𝑛−2(3𝑥2 + 5𝑥4) − 2𝑥4|𝑀14  (6) 

IV MODELING 

A. Optimization of neural network finite ring 
Using neural network finite ring (NNFR) during the 

implementation of modular arithmetic of addition and 
multiplication operations can improve program performance 
and reduce computing costs by a large degree of concurrent 
computing. Besides sharing the NNFR and feature Pascal 
divisibility for the system of residual classes module of a 
special kind {2n − 3, 2n − 1, 2n + 1, 2n + 3}, allows to 
improve the processing speed. 

Consider the general guidelines for the implementation of 
modular operations of addition and multiplication using 
NNFR. The NNFR neurons are arithmetic device, rather than 
the usual non-linear activation function used in training the 
neural network. Analysis of the final arithmetic ring showed 
that the computational model based on iterative mechanism 
for reducing module is a basic operation for a modular data 
processing.

 

Fig.1 – The structure of the subnet (a) and its symbolic 
notation (b) 

 

On the basis of computer models of the final ring,, 
главным оператором the main operator in which is the 
operator of extracting individual bits of the binary 
representation of the number being converted, multi-subnet 
can be built.. subnet structure is shown in Figure 1, where the 

synaptic weights are equal to 𝑤𝑖 = |2
𝑖|
𝑝
,  𝑖 = 0,1,… , 𝑛 − 1. 

For each module of residue number system ans 
𝑀12,𝑀13,𝑀14,𝑀23,𝑀24,𝑀34 NNFR is designed separately. 
Given that the modules residue number system and 
𝑀12,𝑀13,𝑀14,𝑀23,𝑀24,𝑀34 are the numbers of special type 
that allows to optimize the structure of the NNFR. 

1. Result of operations converting a binary number to the 
residue, multiplication, addition, computed using the NNFR 
is a function of the weighted sum of the input bits. 

2. The result of calculation is determined by the positive 
logic. The end result of the NNFR will have a stable form.. 

B. Experimental results 
Here are the results of testing the data storage system 

based on the erasure and our proposed calculation scheme 
codes  held with a general purpose processor Intel Core i5 
2,7 GHz, 8 GB 1867 MHz DDR3. To simulate the coding 
rate and the data decoding processing will process the video 
image 100 MB. 

 

Fig 2. Speed Coding 

 

 
Fig 3. Speed Decoding 
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Fig 4. The download speed of data in the cloud 

 

 
Fig 5. The speed of access to data from the cloud 

 
From Figures 2 and 3 that the proposed storage scheme 

allows to receive the average gain in the coding rate to 1.48 
times and 1.87 times in decoding as compared to erasure 
codes. Analysis of the simulation results shown in Figures 4 
and 5 shows that the data loading speed increases cloud on 
average 1.5 times, and data access by 1.7 times compared 
with the fastest cloud service. Thus the costs arising from the 
encoding and decoding of data is minimal, and the use of 
residual number system ensures reliability and data security. 

V CONSLUSION 

A residual number system with modules of special type 
{2n − 3, 2n − 1, 2n + 1, 2n + 3} allows to reduce costs of 
data storage and obtain average gain of 1.48 times in the 
coding rate and 1.87 times in decoding as compared to 
erasure codes. Speed of data loading into the cloud increases 
on average 1.5 times, and data access by 1.7 times compared 
with the fastest cloud service. Thus the costs arising from the 
encoding and decoding of data is minimal, and the residue 
number system allows the use of reliability and safety data. 
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