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Abstract: Predicting the location of a mobile user in the near future can be used for a large number of user-centered ubiquitous applications. This can be extended to crowd-centered applications if a large number of users is included. In this paper we present a spatio-temporal prediction approach to forecast user location in a medium-term period. Our approach is based on the hypothesis that users exhibit a different mobility pattern for each day of the week. Once factored out this weekly pattern, user mobility among points of interest is postulated to be markovian.

We trained a hidden Markov model to forecast user mobility and evaluated our approach using a public dataset. The experimental results show that our approach is effective considering a time period of up to seven hours. We obtained an accuracy of up to 81.75 % for a period of 30 minutes, and 66.25 % considering 7 hours.
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1 Introduction

The ability to forecast user location in an accurate way is central to many research areas such as urban planning, healthcare, pervasive and ubiquitous systems, computer networks and recommender systems, to name a few. With the increasing proliferation of mobile devices and the huge variety of sensors incorporated on them, it is possible to register the user location on the move and hence mobile devices become a very rich source of contextual data. We are interested in predicting user location based on her past history, in particular we are interested in knowing if a given user will be at a point of interest at a given time. User mobility patterns have been studied, and researchers have found that people exhibit a high degree of repetition, visiting regular places during their daily activities (Gonzalez et al. (2008)). This regularity of the past movements has been exploited to forecast the next location of the user. This approach has been useful for domains where the time lapse between locations is not relevant; a more complex scenario require also to know when the user will be at the given location. The former problem has been analyzed in Scellato et al. (2011) and Sadilek & Krumm (2012), they are able to predict the user location in space and time (a.k.a. spatio-temporal prediction) for short and long-term time lapses respectively. We are interested in a more precise forecasting of the user location, lets see the scenario.

Assume current time is 10:00 AM (\(T\)), what we want to know is: Where a user will be in the next 3 to 5 hours ([\(T, T + \Delta(T)\]) for some \(\Delta(T)\)). We have not found in the literature a solution for this medium-term spatio-temporal prediction.

After mining individual mobility patterns, we are able to join the individual predictions, and to serve unspecific applications for the crowd. The general public (including banks, retail stores or traffic authorities) could query a location forecasting service to know the capacity of a specific Point of Interest (POI). In one application scenario, a user may query the capacity of a given POI (think for example in a fast food location) and decide between many different alternatives based on that measure.

A more specialized service can warn the user about a potential overcrowded POI she is about to visit in the next few hours. This is a potential paradox, since all users using the service may back-off and avoid the POI, which will not be overcrowded at the end. This may have the same effect of trying to predict the behavior of individual stock options. Any successful forecasting algorithm can change the behavior of a system. For the time being we will focus on forecasting the user location without worrying about paradoxical behavior.

Users should be assured about the potential usage of their data. Disclosing their current location implies they are disclosing travel patterns and the individual forecast of their location. The service should provide secure ways to disclose the location of anonymous users, since the objective is to infer the location of a crowd in a given POI.

In this work, we present a medium-term spatio-temporal prediction model based on the repetitive patterns of people visiting some specific places that are important for them. We found that the user mobility among the POIs can be modeled as a Markovian chain. Then, considering the Markovian property among POIs, and the relation of staying time with specific time periods, we modeled the mobility as a hidden Markov Model (HMM).

The proposed approach to forecast the crowd location consists of two steps. First, for each user we identify the current significant places or points of interest. Then, using the records of the visits to the significant places, we define the user mobility as an HMM, with which we are able to predict where a user will be in a given time period. The contribution of this paper can be summarized as follows:

- We identified the minimum time period covering the current mobility pattern of a user. We compared the daily user mobility using the cosine similarity and as a result, we identified current points of interest. This enabled an accurate prediction model.
- We present a method to forecast the user location using a hidden Markov model. Our approach postulate, and experimentally prove, a markovian property found in the user mobility among POIs.
- We used the public GeoLife GPS trajectory dataset (Zheng et al. (2008, 2009, 2010)) to evaluate our approach.
- We compared our approach with a method based on NextPlace (Scellato et al. (2011)). With our method, we report an overall prediction accuracy of up to 85 % for short prediction periods, with an accuracy of up to 70 % when the prediction period is 7 hours, both higher than the baseline of NextPlace.

The rest of this paper is organized as follows: we start discussing some of the work related to spatial and spatio-temporal forecasting, and discuss the characteristics of the mobility defining the spatio-temporal forecasting model. Later we present a methodology to define the spatio-temporal prediction, introducing some application scenarios, and proceed with an experimental evaluation using a public data set. Finally, we discuss the scope and limitation of our approach and give some conclusions.

2 Related work

Most of the current methods for mining and forecasting user location are oriented to a single user instead of a crowd. In applications where a crowd is going to be
Meanwhile, Krumm & Brush (2011) present a method for a given period the most likely location is returned. Traces are split according to different time periods. Then, to meet there. To do the spatio-temporal prediction, a place (Song et al. 2003) are used to find regular patterns in order to location can be found in Song et al. (2003). However, they define on a different way the HMM; they instead of points of interest (Mathew et al. (2012)). An bayesian models. A more recent work uses HMMs, and predictions cannot be extended into the future because the next location is predicted finding the most likely mode. Later, considering a new trajectory patterns (sequences of regions), which are modeled as a tree. Later, considering a new trajectory the next location is predicted finding the most likely sequence path in the tree. Using the above approaches, predictions cannot be extended into the future because they are just focused on the next place to be visited. These previous works are based on markovian or bayesian models. A more recent work uses HMMs, and the same dataset we use to forecast the user location. However, they define on a different way the HMM: they are interested in the mobility among geographical regions instead of points of interest (Mathew et al. (2012)). An evaluation of several techniques to forecast the next user location can be found in Song et al. (2003).

Regarding to spatio-temporal prediction, in Vu et al. (2011) traces of Wi-Fi and Bluetooth (the user log to a place) are used to find regular patterns in order to predict where a user will be at a given time, how long the user will stay at that place, and also infer who the user will meet there. To do the spatio-temporal prediction, traces are split according to different time periods. Then, for a given period the most likely location is returned. Meanwhile, Krumm & Brush (2011) present a method to predict when a user will be at home or away, based on previous observations of presence there. One particular approach is NextPlace (Scellato et al. (2011)), which is general enough to be significant to compare with our approach. The authors get as reference the sequence of the current places visited by a user, and using the historical records search for a similar pattern in the past to predict the next place the user will visit and the time she will stay there. In Scellato et al. (2011), the best accuracy (about 90 %) is obtained when the prediction period (∆(T)) is only about 5 minutes, if the prediction period increases to 60 minutes the accuracy drops to 70 %. Although the above works have been useful in some domains, they do not offer the functionality required to do the medium-term spatio-temporal prediction. Also, they do not consider just the current mobility pattern, neither they distinguish a particular pattern for each day of the week. Finally, they do not consider the transition among significant places.

### 3 User mobility

Although user mobility seems to be dynamic, most people follow certain mobility patterns (Eagle & Pentland (2006), Farrahi & Gatica-Perez (2011), Gonzalez et al. (2008)); it is rare to have a completely erratic behavior over time. Mobility is fixed by our activities and habits, like working, school attendance, recreational endeavors, and other activities that vary over time within certain behavior boundaries. We can distinguish between weekday, weekend, monthly or annually patterns. This is analyzed in Eagle & Pentland (2006), Motahari et al. (2012), Yavas et al. (2004). Once recognized the user mobility patterns, we are able to predict her spatio-temporal location. In this work we fixed our attention in three major categories of user mobility and with their interrelation we can infer the user mobility in general, Figure 2 illustrates.

#### 3.1 Temporal patterns

It is reasonable to assume certain periodicity in location/time patterns. Usually weekdays are similar, people tend to organize their life according to work or school hours, and our hypothesis is that activities in the same weekday will have a repetitive pattern. A corresponding periodicity is observed during weekends. Mobility exhibits a different pattern for each day of the week (Chon et al. (2012), Farrahi & Gatica-Perez (2011), Hsu et al. (2007), Motahari et al. (2012)). Hence, the places visited in a given day are postulated to be the same for the subsequent days.

Two additional observations are that the current location in a given day and hour conditions the next place to be visited. For example if one user is at home at 7:00 AM on a Monday, the next place he will be at is most likely the coffee shop or the office, but not the restaurant or a movie theater. We postulate the
user mobility is a markovian stochastic process and can be described with a Markov Chain. The Markovian property (Markov (1961)) would state that current place is only a function of the previous place. Our main claim is that once the data is grouped by day and time, the sequence of places visited form a Markovian chain.

3.2 Markovian chain among POIs

Considering our above claim, it is necessary to clarify that the markovian property is just valid when the user moves among certain discrete places. These discrete locations are distinguished because the user spends some time and visit them frequently; they are known as significant places or points of interest (POI). For instance, considering the user mobility on a given Monday, after he is at home, he goes to the coffee shop, then to a super market, then to his work. After some hours, he goes to the restaurant, returns to his work, then he goes to the gym, and finally he goes back home. Next Monday, his mobility does not differ too much, after leaving home, he goes to the coffee shop, then to the laundry, and work. Around 2:00 PM, he goes to the restaurant, returns to his work, then he goes to the gym, and finally he goes back to home. Considering this scenario, it is possible to identify places that are POIs (Figure 1 black shape), and those which visit occasionally (Figure 1 dotted line). Also, we can observe that the mobility among POIs does not change (home, coffee shop, work, restaurant, work, gym, home); just the places visited in the transition between POIs change. We refer the reader to the Figure 1.

3.3 Modeling user mobility as a hidden Markov model

Using the above hypothesis, it is possible to model the user mobility as an HMM (Rabiner (1989)) (See Figure 5). A hidden Markov model is a finite state machine consisting of a set of hidden states (Q), a set of observations (O), transition probabilities (A), emission probabilities (B), and initial probabilities for each state (π). Hidden states are not directly visible, while observations (dependents on the state) are visible. Each state has a probability distribution over the set of observations (λ = (A, B, π)). In our case, the hidden states corresponds to POIs, which have a probability distribution over times of day. Once the HMM has been defined, three inference problems can be addressed, (i) finding the probability of an observed sequence (evaluation); (ii) finding the sequence of hidden states that most probably generated an observed sequence (decoding); (iii) generating an HMM given a sequence of observations (learning). For the purpose of this work, we use the decoding approach; given a time period (sequence of observations), we want to know the most likely sequence of locations where the user will be (hidden states). More detail can be found in section 4.5.

4 Methodology

To address the challenge of forecasting user mobility in space and time, we first convert the GPS readings into indoor and outdoor POIs. Then, using the records of the visits to the identified POIs, an HMM is defined for each day and for each user. Once, the HMM is defined, we make some predictions.

4.1 Identifying points of interest

Discovering significant places for an user has been an important research topic in several applications such as ambient assisted living, ubiquitous computing, and others. Mobile traces produced by the mobile devices, provide a great amount of location data useful to discover where the user spends her time. Thereby, with this amount of location data there is a need for algorithms that deal with the challenge of turning data into significant places (Ashbrook & Starner (2003), Kang et al. (2005), Kim et al. (2006), Marmasse & Schmandt (2000), Palma et al. (2008), Ram et al. (2010), Zheng et al. (2009), Zhou et al. (2007)). At the moment, some works have been focused on discovering these places using different approaches, and for different purposes. These can be classified as follows:

• Residence time-based algorithms. This approach is based on the assumption that the importance of a place is directly proportional to the permanence at it (Kang et al. (2005), Kim et al. (2006), Scellato et al. (2011), Ye et al. (2009)).

• Density-based clustering algorithms. These are based on the density of GPS points (Ram et al. (2010), Zhou et al. (2007)).

• Lost signal-based algorithms. This approach has been used to discover indoor POIs, using the GPS signal disappearance and reappearance (Ashbrook & Starner (2003), Marmasse & Schmandt (2000)).

The intuition behind the first two approaches offers a good functionality for some specific applications, nonetheless, for our approach they have a limitation. It is not possible to take into account just one of those, because maybe a given user was at a place for a long time, but that happened some months ago; or, considering the density-based algorithms, a place can be considered significant after taking into account the GPS points of several visits. Thereby, it is necessary to consider time and location data, as well the frequency of visits and the time period that covers the current mobility pattern. This way, we are enabled to identify the places that are currently significant, and therefore, define in a better way the forecasting model.

In order to identify indoor and outdoor POIs, we have applied the below criterions to the algorithms of previous works (Ashbrook & Starner (2003), Kang et al. (2005)).

• Residence time.
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Figure 1 Some significant places are found in the daily user activities.

Figure 2 The next user location depends only on the current location, once the sequences have been factorized by week day and time of the day.

• Cluster radius.
• Frequency of visits.
• Time period (Windows size).

The Ashbrook & Starner (2003)’s algorithm focuses on discovering indoor significant places. To do that, they consider the GPS loss signal within a fixed radius, and a time threshold for the disappearing period. Kang et al. (2005) propose a time-based clustering algorithm to discover outdoor significant places. They compare each incoming GPS reading with previous readings in the current cluster; if the stream of readings moves away from the current cluster, then they form a new one. Kang et al. (2005) consider two thresholds, \(d\) and \(t\) for distance and staying time respectively. If the GPS readings are close together (within some distance \(d\) of each other), and the user spends at least \(t\) minutes at that region, a cluster is formed. When the user moves away from the current cluster, a new cluster is formed; the cluster is discarded if the user stays less than \(t\) time.

The above variables allow us to identify the places where the user spends some time and visits frequently. Also, considering the cluster radius we can identify POIs in different levels. For instance, home can be considered as a granular POI, and the shopping mall as a zone POI. Thus, it is possible to forecast the user location in two levels. The last variable is very important to define an accurate forecasting model, and it is necessary to answer the question: *What time period defines in a better way the current mobility pattern?* As we mentioned before, the user mobility varies over time; it is important to identify the current mobility pattern and the time windows size in which this pattern has been in place. Thereby, we can identify just the current POIs. That is, if the current day is a Monday \(i\), the challenge is to determine the quantity of previous Mondays that are similar in terms of mobility.

To identify the time period that covers the current mobility pattern, we used the cosine similarity; comparing the \(Day_i\) vector with the \(Day_{i-1}\) vector. The window size increases if the similarity is above some threshold \(\Theta\); otherwise, skip the records of the \(Day_{i-1}\), and compare \(Day_i\) vector and \(Day_{i-2}\) vector. If the similarity of \(m\) consecutive days is below some threshold \(\Theta\), the window size ends, and just includes the records of the days with a similar mobility.

We used multiple values for residence time and cluster radius. According to Ashbrook & Starner (2003), the minimum residence time \((t)\) would be 10 minutes; we also consider 30, and 60 minutes. For the cluster radius, we defined 5 values (5, 25, 50, 75, 100 meters); for the frequency, a place must have at least \(n\) visits, where \(n = \text{window size} / 2\). Using the set of values for the above variables, we combined them in order to know the best values for each variable. In section 6, we present the results.

It is important to notice that even if we identify indoor and outdoor POIs, when we make the predictions we do not make differences between them.

4.2 Converting user mobility into a vector

In order to compare the user mobility by day, each day has been converted into a vector. For each day, we divide it into 48 periods of 30 minutes; each slot contains an index (starting from 1) that corresponds to a POI where the user has been in that period, as shown in Figure 3. The index 0 defines an *unknown place*; a user is at a non-POI or she is moving. We defined the size of the slot to 30 minutes in order to know with this level of granularity
where the user has been; we also considered slots of 15 and 60 minutes; however, there is no significant difference considering a slot size of 15 minutes. In contrast, using a slot of 60 minutes we obtained a lower similarity; it was more likely to find some POIs in a same slot.

4.3 Updating POIs

As mentioned before, the user activities vary over time, and therefore his mobility. Consider for example that a given user is starting swimming classes on Monday, from 7:30 AM to 8:30 AM at a public pool (Top of Figure 4, block D). For the subsequent Mondays, the user takes his classes at the same time; however, the public pool is not a POI yet because it does not have the number of visits required (the relative frequency is small). Some weeks after, the public pool has the required visits to be a POI; the HMM is updated (Bottom of Figure 4). The HMM also is updated when a place ceases to be a POI. For instance, when the mentioned user no longer takes his swimming classes. As Ashbrook & Starner (2003) mentioned, a limitation of using the Markov approach is that a behavior change may take a long time to be reflected. To address this challenge, we propose to update day after day the POIs and the information related to them (Figure 4). A feasible option would be that the user explicitly specifies his behavior change, or that the user selects from a set of recognized patterns, the appropriate one according to the season.

4.4 Defining user prediction model

The HMM is defined as follows:

- Hidden states. These are defined by the POIs. Also, another hidden state was added to define when the user is at a location that is not a POI.

- Observations. These are defined by the average of the arrival and leaving time to the POIs. According to Do & Gatica-Perez (2012), the arrival and leaving times to some places do not change much; for instance, considering the work or scholar activities, there are times defined for arrival and leaving. This way, we can define in an accurate way the time when the user will be at a POI; otherwise, considering the leaving time, we can define that he is at another POI, or at a non POI.

- Vector π. It defines the probability that the user starts his day at a given POI.

- Transition matrix. It defines the probability that the user moves from a POI to another, or from a POI to the state that corresponds to a non-POI.

- Confusion matrix. It defines the probability that the user is at a given POI (or at a non-POI), at a given time.

4.5 Viterbi’s algorithm

As mentioned on section 3.3, the aim of the decoding problem is to discover the hidden state sequence that was most likely to have produced a given observation sequence. One solution is to use Viterbi’s algorithm to find the single best state sequence for an observation sequence. Viterbi’s algorithm is a trellis algorithm that is very similar to the forward algorithm used in the evaluation problem, except that the transition probabilities are maximized at each step, instead of added (See Figure 6). Viterbi’s algorithm is as follows, first it defines:

\[ \delta_t(i) = \max_{q_1, q_2, \ldots, q_{t-1}} P(q_t, q_2 \ldots q_t = s_i, o_2 \ldots o_t | \lambda) \] (1)

as the probability of the most probable state path for the partial observation sequence. Then:

Initialization:

\[ \delta_1(i) = \pi_i b_i(o_1), 1 \leq i \leq N, \psi_1(i) = 0 \] (2)

Recursion:

\[ \delta_t(s(i)) = \max_{1 \leq i \leq N} [\delta_{t-1}(i) a_{ij}] b_j(o_t), \quad 2 \leq t \leq T, 1 \leq j \leq N \] (3)

\[ \psi_t(j) = \arg\max_{1 \leq i \leq N} [\delta_{t-1}(i) a_{ij}], \quad 2 \leq t \leq T, 1 \leq j \leq N \] (4)

Termination:

\[ P^* = \max_{1 \leq i \leq N} [\delta_T(i)] \] (5)

\[ q_T^* = \arg\max_{1 \leq i \leq N} [\delta_T(i)] \] (6)

Optimal state sequence backtracking:

\[ q_T^* = \psi_{t+1} q_{T+1}^*, t = T - 1, T - 2, \ldots, 1 \] (7)

5 Evaluation

To test the efficacy of our spatio-temporal prediction, we compared our approach against a modified version of NextPlace (hereby defined as NP*). To the best of our knowledge, NextPlace’s results have been the best
in the literature. NextPlace includes two methods: one to predict the user location at a given time, and another to predict the residence time at that place. The NP* method just includes the method to forecast the user location at a given time; POI selection remains the same. Our method estimates the full sequence of POIs where the user will be in a given time period, while NP* estimates the place where the user will be at a specific time. For this reason, and to do a fair comparison of the performance of both methods, for each observation in the time period we apply the NP* method using the best value for m ($m = 3$, more detail about the variable $m$ can be found in Scellato et al. (2011)) to predict where the user will be. That is, if we want to know the sequence of POIs in the $[11:00, 15:00]$ period, and considering that for this period there are 3 observations defined (e.g. 11:30, 13:00, 14:30), we apply the NP* method for each one of these observations. Then, we average the results in order to compare them with our method.
5.1 Dataset

To evaluate our approach we use the GeoLife dataset Zheng et al. (2008, 2009, 2010), which contains GPS trajectories collected in the context of the GeoLife project from Microsoft Research Asia. This dataset contains trajectories of 178 users collected in a period of four years, from April 2007 to October 2011. A GPS trajectory is represented by a sequence of time-stamped points, each one of them containing the information of latitude, longitude, and altitude. The trajectories were recorded by different GPS loggers and GPS-phones, and have a variety of sampling rates, with 91% percent of the trajectories being logged in a dense representation (every 1 ∼ 5 seconds or every 5 ∼ 10 meters per reading). After analyzing the records of each user, we decided to choose the records of 63 users because these users have continuous GPS readings over several weeks, allowing us to define an accurate model for them. In contrast, the rest of the users have sparse GPS readings over the sensing period.

For each user, we grouped the records according to the day when they were created. Then, we used the readings of the last month to test the prediction model, and the remaining readings are used to identify the accurate time period for training the HMM (See section 6.1). This way, we use the historical records of a given day of the week to define the prediction model for this specific day. For each user, seven spatio-temporal prediction models were defined in order to characterize the user mobility by day.

We have used just the last month for testing because considering a bigger test period will most likely include different mobility behaviors. In other words, the training data (time period with similar mobility behavior) cannot be used to predict in an accurate way disparate mobility patterns.

5.2 Predictability of the user mobility

As mentioned above, our approach is based on the hypothesis that the user mobility among POIs can be represented as a Markov chain. If the hypothesis is true, HMM represents a good method to forecast the user mobility for a medium-term period. Hence, it is important to verify that the user mobility has the Markov property in order to do an accurate prediction; otherwise, HMM is not useful, and it will generate bad results. To address this aspect, we use the test proposed in Zhang et al. (2010). This test is stated as follows: if the quotient of the sum of the column of transition frequency matrix divided by the total of all columns and rows of the matrix is called marginal probability, denoted by \( p_j \),

\[
p_j = \frac{\sum_{i=1}^{m} f_{ij}}{\sum_{i=1}^{m} \sum_{j=1}^{m} f_{ij}},
\]

then the statistics \( \chi^2 = 2 \sum_{i=1}^{m} \sum_{j=1}^{m} f_{ij} \frac{\log \frac{p_{ij}}{p_j}}{p_j} \) subjects to the \( \chi^2 \) distribution with free degree \( (m - 1)^2 \) as its limitation distribution, where \( p_{ij} = \frac{f_{ij}}{\sum_{j=1}^{m} f_{ij}} \). And, when \( \chi^2 > \chi^2_{\alpha}((m - 1)^2) \), here \( \alpha \) denoting the significance level, then \( \{x_i\} \) has the Markov property; otherwise, \( \{x_i\} \) has not the Markov property, and cannot be viewed as a Markov chain. Results are presented in section 6.2

5.3 Predictions

For each user, there is a month of records for the test process. This way, each prediction model can be tested 4 times. Although we can use the same HMM (defined in the training process) to do predictions for the 4 test weeks, our aim is to consider the current mobility to do better predictions. Thus, we used the defined HMM (i.e. using the records of 7 Mondays) to predict user location for the correspondent day (i.e. 8th Monday) in the test week 1 (numbered from older to recent). Once we did predictions for test week 1, we compare the user mobility of the predicted day (i.e. 8th Monday) with the mobility of the training process (i.e. 7 Mondays)
using the cosine similarity. If the similarity is above some threshold $\Theta$ ($\Theta = 0.50$), the current HMM is updated with the records of the predicted day. Otherwise, the current HMM is used to predict the user location for the test week 2 (i.e. 9th Monday). This process is applied for the subsequent weeks 3 and 4 (i.e. 10th and 11th Monday).

For each spatio-temporal prediction model, we have made five predictions considering different values for $\Delta T$ (30 minutes, 1, 3, 5, and 7 hours). A total of 140 predictions for each user, 35 for each test week. Each prediction is uniformly distributed over the $[00:00, 17:00]$ interval. We selected this interval because if $T = 17:00$, it is possible to know in which POIs a user will be using the largest value for $\Delta T$ (7 hours). In total, 8820 predictions were made using 1st order HMM.

### 5.4 Effectiveness of the prediction model

To determine the effectiveness of the prediction, if we estimate where a user will be in the interval $[T, T + \Delta T]$, the prediction is correct if the user is at place $q_i$ in the interval $[T_{pred} - \theta, T_{pred} + \theta]$ , $\theta$ represents an error margin. That is, a prediction is correct when the user is at the POI defined by $q_i$, at the time indicated by the observation $o_i$ with certain error margin. It would also be correct if the prediction indicates that the user is not at a POI (in the case of the state corresponding to an unknown place). We have defined $\theta = 15$ minutes.

$$T_{pred} = T + o_i \quad 1 \leq i \leq \text{No. of obs. in the interval (8)}$$

### 6 Results

#### 6.1 POIs

To define an accurate prediction model, we identified the time period that comprises the current mobility pattern. Thus, for each user, and for each day of the week, we identify this period. On average the time period (windows size) is about 7.3 weeks, the shorter time period is 4 weeks, and the longer is 11 weeks; the time period is used for training each HMM.

We want to find the values of minimum residence time and cluster radius maximizing POI identification. Figure 7 show the amount of time the users spend at POIs considering 3 values for residence time (10, 30, and 60 minutes), and five values for the cluster radius (5, 25, 50, 75, 100 meters). As it can be seen in Figure 7, the minimum residence time does not increase significantly POI identification (≈ 1%) even considering a cluster radius of 50 meters. In Figure 8 (Left) we compare the percentage that the users spend at POIs considering the cluster radius of 50 meters and the discovered minimum residence times. The time spent at POIs is maximized when a residence time of 10 minutes is considered (≈ 55.14%); in terms of hours this percentage indicates that users spent 13.23 hours at POIs (Figure 8 right).

#### 6.2 Predictability

Respecting to the mobility predictability, for each day and for each user, we applied the predictability test. The significance level $\alpha$ was set to 0.05, as defined in Zhang et al. (2010). According to the results, on average for each user, 60.31 % of his prediction models (this is equivalent to ≈ 4.22 days) are predictable; the predictions models corresponding to weekends are more predictable than weekdays, 66.00 % in contrast to 60.00 %. The day with the lowest percentage of predictability was Tuesday, just 33.33 % of its prediction models were predictable; in contrast, 77.77 % of the prediction models for Friday were predictable. Finally, the lowest percentage for a user was 14.28 % (≈ 1 day), and the highest value was 100 % (7 days).

#### 6.3 Prediction

We present the prediction results in two parts. First, in Figure 9 we present the accuracy obtained for the different test weeks. Figure 9 a) presents the results obtained when we predict the user location for the test week 1; for the second test week the 38 % of the HMM models were updated, the results are presented in b); in c) we present the results obtained for the third test week, where the 63 % of HMM models were updated; finally, the results for the 4th week are presented in d), the 24 % of HMM were updated. We obtained results of up to

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Number of POIs identified per user</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
</tr>
<tr>
<td>Pois</td>
<td>1</td>
</tr>
<tr>
<td>Pois on weekdays</td>
<td>2</td>
</tr>
<tr>
<td>Pois on weekends</td>
<td>1</td>
</tr>
</tbody>
</table>

Maximizing the percentage, we ensure the identification of the most important and significant places for the user, enabling us to define a better prediction model. Even though the average percentage that the user spent in POIs is about 55 % (just the 43% of the trajectories have a duration longer than an hour), we obtained good results. It would be desirable to continuously collect the user location as much as possible to know where the user spends his time, and to define the prediction model accurately.

On average each user has 3.69 POIs; the minimum number of POIs found per day was 1, and the maximum was 7. The average number of POIs corresponds to what was commented in Chon et al. (2012), a high degree of regularity is found in a few places. Grouping POIs by weekdays and weekends, on average people have more POIs on weekdays (3.91); in contrast, people have on average 3.16 POIs on weekends (Table 1). Finally, on average the highest number of POIs was found on Tuesdays (4.11), and the lower number was found on Sundays (3.00).
Figure 7 Comparing different cluster sizes and residence time. Percentage of the day spent at POIS considering different cluster sizes and minimum residence times.

Figure 8 Comparing residence times using cluster radius of 50 meters. Comparing the percentage of the day (left) and hours (right) spent at POIs when we consider a cluster radius of 50 meters and different minimum residence times.

85 %, 82 %, 78 %, 75 %, 70 %, for the time periods of 30, 60, 180, 300 and 420 minutes, respectively.

In Figure 10, we show the average results of the four test weeks. When considering a period of 30 minutes, we obtain an accuracy of 81.75 % against 74 % for NP*; for a period of 60 minutes, we obtain 79 % against 66.75 % for NP*. When the value of $\Delta T$ increases, the accuracy for NP* decreases more than our model. For periods longer than 60 minutes, the accuracy for NP* lies within the range of 45 % - 65 %. In contrast, with our proposal, we obtain an accuracy of 75 % for a period of 3 hours; a period of 5 hours yields an accuracy of 72 %, and finally a 7 hours period yields an accuracy of 66.25 %. However, for periods beyond 7 hours, the accuracy obtained drops down to 40 %. The previous evaluation shows that our proposal can yield good accuracy to predict the user mobility in a medium-term up to 7 hours. Furthermore, we show that considering the three characteristics of mobility (week day, time of the day, and current location) and their relationship, allow us to have a more accurate prediction model, and better results as consequence. We show that our method is better than the NP* method.

The fact that our approach get better results than NP*, can be explained by some factors: (i) POIs selection on NP* is based just on the residence time. This way important places with less residence time and high number of visits are discarded, and as a result a non accurate model is defined; (ii) also, this method does not take into account the temporal mobility pattern. For the POI selection and training process, NP* does not consider the current mobility behavior; (iii) this method does not define a model for each day of the week; just one spatio-temporal prediction model is used for all predictions. If we want to get good results, a prediction model for each day must be defined, because as mentioned in Chou et al. (2012), Hsu et al. (2007), Motahari et al. (2012) user mobility is different for each day of the week; (iv) finally, this method does not consider the transition among POIs, it is just focused on the arrival and residence time at POIs.

7 Application scenarios

Once we have knowledge about the user mobility, it is feasible to join the predictions of the population to create some interesting applications for the crowd. In this work we have focused on scenarios where the participation of the population is required, and thus bringing them benefits. We present some possible scenarios where the medium-term prediction is required, and we can address them with our approach.

7.1 Avoid congestion locations

Consider that on a given Friday, John and his wife go to dinner to a famous restaurant. When they arrive to the place, there are no locations available, and several people are waiting for a place. After a while, they are annoyed and decided to go to another place. This situation can be avoided, if crowd location forecasting is taking into account. This way, each user can share her location forecasting every day, in order to estimate the number of persons in a given place at a given time. As a result,
John and his wife, could have queried the desired place in order to know how many people there will be, and considering the capacity of this place, decide if there will be an available place; otherwise, they could look for another place (See Figure 11).

7.2 Reserve resources

At the moment, some works have used the prediction of the next location(s) to reserve resources (Nicholson & Noble (2008)); for instance, bandwidth at a given hotspot. Although the information about the next location is important to do an accurate reserve, a better reserve can be done when the arrival time to the next location(s) is considered. This way, before the user arrive to the place, the resources can be assigned or used by another user.

8 Conclusions and future work

In this work we take advantage of the Markovian property shown in the mobility behavior of most people in their everyday activities. However, we acknowledge
that there is a minority of individuals that do not follow predictable patterns (e.g. politicians, CEOs, etc.) and have constantly changing agendas; these individuals would require another type of mechanism to forecast their mobility. Even in the case where mobility displays the Markovian property, there may be exceptional situations where individuals deviate from their normal behavior, for instance on mother’s day or some special anniversary. In such special occasions, it might be necessary to consider applying a different prediction model, like the use of eigen-behaviors (Eagle & Pentland (2009)). These special occasions could be inferred by obtaining personal context from different sources, such as the phone’s calendar or social networks events (e.g. Facebook, Google Plus).

There are some aspects that we will be addressing in order to improve this work: (i) due to the metrics used on the POI selection process, we identified just a few number of POIs per user, it would be interesting to consider more places, and as a result the population would benefit; (ii) in this work we have used continuous data, as mentioned in a previous section it would be desirable to combine continuous and discrete data to define the prediction model, and then forecasting the user location at granular and zone level. For instance, using GPS and Wi-Fi data, and also social networks presence status (Facebook, Twitter, Foursquare, or Google Plus check-ins).

8.1 Limitations

With our current proposal, it is necessary to join the individual predictions in a centralized entity, to later query it to know how many people will be at a given location at a given time. For this reason, we required to consider security actions to preserve the user’s privacy and anonymity. An interesting and important aspect to define in an accurate way the mobility model, is to identify the time period that covers the current mobility pattern. Also, identify as soon as possible behavior changes to update the respective model. A natural limitation found in this and another works is the quantity of data available for analysis (Ashbrook & Starner (2003)).
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